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Abstract

Modelling by analogy has become a powerful paradigm
for editing images. Using a pair of before- and after-
example images of a transformation, a system that models
by analogy produces analogous transformations on arbi-
trary new images. This paper brings the expressive power
of modelling by analogy to meshes.

To avoid the difficulty of specifying fully 3D example
meshes, we use Curve Analogies to produce changes in
meshes. We apply analogies to families of curves on an ob-
ject’s surface, and use the filtered curves to drive a trans-
formation of the object. We demonstrate a range of filters,
from simple local feature elimination/addition, to more gen-
eral frequency enhancement filters.

1. Introduction

In recent years, many researchers have investigated
methods to ease the task of mesh modelling. Advances in
scanning technology have made the acquisition of mod-
els from real world objects ubiquitous and fast. The edit-
ing of such acquired models, such as for animation or
to achieve a particular look, however, remains difficult.
Much research centers around the development of new sur-
face representations, such as implicit surfaces, level sets
and subdivision surfaces. Each such representation of-
fers its own powerful suite of tools for modelling, and
skilled artists can produce truly stunning results. How-
ever, these modelling systems still typically require skill
and experience to use effectively. Our goal is to create use-
ful tools for less artistically-skilled modellers.

Modelling by analogy has proved to be a powerful, par-
ticularly easy to use tool for image manipulation [5]. Under
this paradigm, the user simply supplies an example of a de-
sired transformation (using, for example, an unfiltered im-
age and a filtered image), and the system allows the user to
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Figure 1. (a) Initial mesh. (b) Sample curves.
Unfiltered in green, filtered in blue. (c) Net-
work of unfiltered curves from mesh (ma-
genta). Changes are limited to the brighter re-
gion. (d) Filtered curves, applying analogy in
(b) to curves in (c). (e) Mesh transformed to
match curves in (d).



apply a similar transformation to new images. Image Analo-
gies essentially transcend traditional image processing tech-
niques, allowing the use of all manner of image filters with-
out requiring specific code for each and every particular fil-
ter. Given the recent proliferation of mesh filtering tech-
niques, modelling by analogy would be an invaluable ad-
dition to any mesh modelling toolkit.

Hertzmann et al. [6] have recently demonstrated
Curve Analogies, generalizing their image-based work
to 2D curves and taking a plausible first step towards
full 3D analogies. However, there is a hidden, increas-
ing cost in moving from the image or curve domains into
full 3D: that of demonstrating the desired transforma-
tion. In the 3D case, this requires finding and modifying
an appropriate mesh- a task which, as noted above, of-
ten requires a skilled and dedicated artist. While Mesh
Analogies generated in this way would certainly be a pow-
erful tool, its accessibility, as compared to Image or Curve
Analogies, is certainly limited.

We develop an alternate approach to Mesh Analogies,
using Curve Analogies to directly alter 3D surfaces. Given
a sample and transformed curve, we generate analogies with
curves taken from the object’s surface. As discussed in Sec-
tion 4.1, simple planar slicing of an object with rotating
or parallel planes is often sufficient to generate a set of
curves that will yield good results, although more com-
plex schemes are certainly possible. After transforming the
surface’s curves, the surface is transformed to match the
changes in the curves. Our surface modification algorithm
is described in Section 4.2.

As shown in Section 5, our approach makes it possible to
retain the accessibility and ease of use of Curve Analogies,
while losing little in the way of expressiveness, the space of
filters which may be successfully reproduced. We demon-
strate a range of filters, from simple detail addition, as in
Figure 1, to low frequency enhancements (Figure 3).

2. Related Work

There is a vast body of research in the computer graph-
ics literature regarding 3D object modelling techniques. We
focus in this section on only the most relevant prior work:
those systems whose methods or goals are most similar to
ours. As discussed in the introduction, our work is heavily
influenced by both Image Analogies [5] and Curve Analo-
gies [6]; indeed, the practical extension of these ground-
breaking ideas to 3D is a prime motivation for this work.

Using 2D curves as a basis for modelling 3D objects has
a long history. Early approaches included various sweeps
and surfaces of revolution [3]. Generative Modelling [12]
generalized many of these concepts, allowing the designer
to programmatically combine profiles in complex ways.
While very well-suited to applications requiring precise sur-

face description, such programmatic approaches are often
difficult for non-technical users to exploit.

More recently, Singh and Fiume [11] used space-curves
to simulate armatures commonly used for sculpting. Once
a user has placed Wires about an object, changes to these
curves result in local deformations. Whereas Wires are
suited to performing fine-scale object deformations, such as
for detailed facial animation, our technique is more appli-
cable to larger-scale, homogenous changes to an object, and
requires less user involvement.

Sketching curves to create 3D objects was demonstrated
in the particularly user-friendly Teddy system [7]. Usable
even by young children, Teddy first demonstrated the how
intuitive 2D sketching can be for inducing changes in 3D
objects. However, Teddy makes a number of assumptions
about how sketches are to be interpreted in 3D, generally
limiting it to creating cartoon-like models.

Numerous digital filtering systems have been developed
in the past few years. Guskov et al. [4] perform inter-
esting filtering and multiresolution editing operations on
meshes using progressive meshes and subdivision tech-
niques. Praun et al. [10] develop consistent parameteri-
zations for meshes, allowing detail transfer among (suffi-
ciently similar) meshes, as exploited using a database of hu-
man body models by Allen et al. [1]. These systems gener-
ally require new code for supporting new kinds of filters
(i.e., expressiveness is limited), and suffer from relatively
unintuitive controls (minor changes to a control may pro-
duce unexpectedly major changes in the mesh).

A somewhat different approach to mesh modelling may
be found in texture (and more general signal) synthesis sys-
tems [14, 13]. These systems substitute image-based de-
tails for geometry, covering a surface with the appearance of
fine details. While computationally similar to our approach,
these methods cannot change the large-scale geometry of
the object, and thus are inherently limited in their expres-
siveness. Further, since only appearance is changed, prob-
lems may arise in applications such as collision detection.
Geometry may be generated with cellular textures [2, 9] in
order to introduce relatively fine-scale details, but these re-
quire cell programs to be coded for each kind of change de-
sired.

3. Curve Analogies

First, we briefly review Curve Analogies and their impli-
cations for our work.

Curve Analogies [6] generalize image-based neighbour-
hood analysis techniques to 2D curves. Given a set of sam-
ple curves, A and A′, and a new target curve, B, we gen-
erate B′ such that the analogy is fulfilled: A: A′:: B: B′.
For simplicity, it is assumed that each pair of curves has
the same parameterization. Thus, to generate B′, it suffices



to filter each vertex in B in turn. Each vertex B(tj) is fil-
tered by finding the best parameter value t such that A(t)
matches B(tj) and A′(t) matches B′(tj). Matching is done
by comparing arclength-sampled neighbourhoods around
vertices under optimally-aligning rotations and translations.
The next vertex in A′ is then appropriately rotated and trans-
lated, and copied over to B′.

Hertzmann et al. acknowledge an excessive number of
parameters are required to be set correctly in order to
achieve good results. However, we have not found it nec-
essary to tweak parameters for any of our results; indeed,
all were generated under the same Curve Analogy param-
eter settings, which were simply those suggested by Hertz-
mann et al. in their paper.

4. Slice Analogies

In the next sections, we describe in detail our new ap-
proach to mesh modelling with Curve Analogies. The next
section discusses selection of curve families on a surface,
and their implications to expressiveness. We then detail our
surface modification procedure.

4.1. Curve Families

One approach to curve selection is to simply slice an ob-
ject by a set of parallel planes. Beyond its extreme simplic-
ity, this approach provides relatively even coverage of the
surface, allowing changes to occur anywhere on an object’s
surface (assuming the density of slices is high enough).
Computing slices is straightforward. We first assign to each
mesh vertex a signed distance to a slicing plane, which al-
lows us to identify edges crossing the slice as those with
one positive and one negative vertex. We then compute ac-
tual intersections on each edge, and finally sort and connect
the edges together into contours. Degenerate situations such
as faces entirely within a slice are handled simply by includ-
ing only their edges in the contours.

The simplicity of this approach is not without cost, how-
ever; we cannot introduce coherent features along the axis
of slicing. For example, if slicing orthogonal to the z-axis,
the user has little control to introduce features which span
some interval of z.

This issue can be alleviated somewhat by using a ro-
tating set of planes, rather than simply a translating set of
planes. Rotating planes has its own set of disadvantages,
however: areas near the axis of rotation receive higher cov-
erage than areas far from the axis of rotation. Nonetheless,
rotating planes can be highly effective for objects with rota-
tional symmetries.

Better results can be obtained by using multiple sets of
parallel planes, or multiple axes of rotation, simultaneously.
We generally create a network of curves by slicing in more

than one direction at a time. This allows for even coverage,
and also supports feature creation in any direction. How-
ever, one issue is potential interactions among curves near
their intersections. Unless some sort of special care is taken
during the analogy construction, a point on the surface may
be transformed into a spike on one curve, and a dip on an
orthogonal curve. One way to avoid this would be to use
multi-analogies, as described by Hertzmann et al. [6] in
their multi-resolution curve analogies algorithm. Simulta-
neous analogies are drawn between a target and multiple
sets of samples, and thus the choices made in the first curve
(such as, to put a spike at a particular point) may be taken
into account when generating the following curves. How-
ever, this would require relatively complicated establish-
ment of correspondences between different surface curves.
We have opted for a simpler approach: as we shall see in
the next section, our surface transformation procedure is de-
signed to handle these situations seamlessly.

4.2. Surface Transformation

We now detail our strategy for transforming the surface
once its associated curves have been transformed.

Given an original surface S, a set of curves C embedded
within it, and a set of transformed curves C ′, we construct
the new surface S′.

Each curve c in C is assigned a geodesic radius of in-
fluence rc. For a particular vertex v on S and a particular
curve c in C let u = c(tv) be the closest point on c to v, and
dc be the geodesic distance between v and u. We compute
these values by extending shortest paths along the edges of
S from each curve, recording each vertex encountered (note
that this is only an approximation of geodesic distance). The
set of curves C is then transformed to a new set of cor-
responding curves, C ′. The closest point u is mapped to
its corresponding position u′ in the transformed curve. We
transform the resulting displacement into a local frame on
the surface, and evaluate it in a similar local frame at v.
Thus, the candidate position vc of vertex v with respect to
curve c is given by:

vc = v + wcMT
v Mu(u′ − u) (1)

where Mp = [tpbpnp]T is a matrix of the local frame vec-
tors at point p: tp is the curve tangent at p, np is the surface
normal at p, and bp = np× tp. Note that the curve tan-
gents are transported across the surface from the curve to
affected vertex positions using parallel transport [8] across
the connecting edges. The weight is typically a Gaussian
function of the distance of the vertex from the curve, e.g.,
wc = Gaussian(dc/rc). More complex filtering func-
tions, including user-defined fall-offs (e.g., according to a
Photoshop-like “curves” control), may of course be used.



There are potentially several curves influencing a partic-
ular vertex, so we take the weighted average of their candi-
date positions as the final position of the vertex:

v′ =
∑

wcvc∑
wc

(2)

Thus, supposing a vertex is influenced by only one curve,
its transformation is similar to that curve’s transformation at
the closest point. Meanwhile, a vertex influenced by multi-
ple curves is moved to the weighted centroid of the positions
to which each influencing curve would move it. Thus, where
curves covering the same portion of the surface conflict in
their transformations, the resulting surface still smoothly
transitions between the curves.

Note that we do not change the connectivity or sam-
pling of the mesh. We make the simplifying assumption that
the original mesh’s sample density is high enough to sup-
port the required sample density of the transformed mesh
(under this assumption, our geodesic distance approxima-
tion is generally good as well). However, introducing large
folds throughout a mesh requires that the mesh initially be
highly over-sampled. Such sampling may easily be achieved
through subdivision or re-tiling. Note also that we may in-
troduce self-intersections if the changes to the mesh are
greater than the local feature size.

Our approach is quite similar to that of Wires [11]. The
primary difference is our use of approximate geodesic dis-
tances for determining the influence of a curve. Wires in-
stead uses simple 3D distances, and thus a wire near a fold
may influence parts of the surface arbitrarily far away from
it, geodesically. While this makes sense for their goal of dig-
ital armatures, we have found geodesic distances to be gen-
erally more intuitive for our system. Euclidean distances
would be useful in the case of strand-like objects, such as
plants or trees, where it would make more sense to scat-
ter space-curves throughout the volume of the object.

5. Results

We have found our approach to mesh modelling using
Curve Analogies to work quite well in practice. Runnings
times are generally on the order of a few minutes, depend-
ing on the number of slices and the curves’ sample densi-
ties.

Figure 1 uses Slice Analogies to introduce spikes of hair
on a mannequin’s head. The changes were localized to the
top region of the head, and slicing was performed with two
orthogonal sets of parallel planes. Note how the network of
curves allow spikes to form in all directions.

In constrast, we produce simple smoothing results by us-
ing a wavy unfiltered curve and a smooth filtered curve in
Figure 2. Only one set of parallel horizontal slices were nec-
essary to produce this result. This sample transformation

also demonstrates a useful user-interface feature of our sys-
tem: taking a slice from the object as the unfiltered sample
curve. This allows the user to simply sketch over the por-
tions they want to change.

We use rotating planes, instead, in Figure 3 in order to
enhance the low-frequency components of a rotationally-
symmetric vase. The analogy works well, inflating the mid-
dle of the vase while extending and thinning its neck, and re-
taining the high-frequency details of the flower relief (there
is some smoothing, of course, inherent in our surface trans-
formation method). Note that the resulting surface is influ-
enced by the transformed curves, but does not necessarily
interpolate them.

We derive a slice based on the silhouette of the dinosaur
model in Figure 4. Changes are then limited to be along the
back of the dinosaur, and we add some curved spikes to the
model. Note that this kind of change requires geometry; the
curving of the spikes cannot be represented with displace-
ment maps or bidirectional texture functions.

6. Conclusions and Future Work

In conclusion, we have presented a new system which
brings the expressive power and flexibility of modelling by
analogy to the domain of meshes. We base our system on
Curve Analogies in order to avoid the difficulty of specify-
ing a fully 3D example transformation, instead allowing a
user to simply sketch 2D curves in order to enact transfor-
mations.

There a numerous avenues for future work with our sys-
tem. We are developing a new formulation of Curve Analo-
gies more directly suited to our application goals. In partic-
ular, it seems that curve comparisons under rotation invari-
ance is not always desired. In our system, rotation invari-
ance can result in an incorrect (from the user’s view) ori-
entation for an analogy. For example, an analogy intended
to add bumps to a surface may instead add dips. Such ori-
entation flipping can even occur in the middle of a curve.
A better formulation could prevent such things by taking
orientation hints from the local frame on the surface, re-
jecting inconsistent alignments. We would also like to ex-
periment with additional curve families on surfaces. Sil-
houettes, as shown in Figure 4, seem quite promising. Iso-
parameter lines, for regularly parameterized surfaces, would
likely form useful target curves as well. In addition, use of
object skeletons may produce interesting results. For exam-
ple, one could produce a series of slices orthogonal to the
skeleton of an object, to allow relatively principled transfor-
mation along its extent. Applying Curve Analogies directly
to an object’s skeleton may also produce interesting effects.



Figure 2. Smoothing example. Transforming
a spiked curve into a smooth curve smooths
out the sides of the trash can.
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Figure 3. Low-frequency enhancement. Ro-
tational slices of the object are transformed
to have their low-frequencies emphasized. (a)
Original, with unfiltered curves in magenta.
(b) Sample curves. (c) Transformed surface,
with filtered curves in magenta.
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